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Can VLMs                                        imagine full scene from limited views?



Can VLMs build                                         like humans?spatial mental models



spatial mental models
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Mental Simulation
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Mental Simulation
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MindCube

21,154 questions 3,268 images
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Three Movement Patterns in MindCube



Current VLMs Perform Worse on MindCube



How to teach VLMs to 
Approximate Spatial Mental Models?



Spatial Mental Models are not “CONCRETE”

left(A, B) left(B, C) left(A, C) is True

A B B C A B C
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Approximate Spatial Mental Models in Frozen VLMs
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Reasoning Instruct

Please do step by step reasoning, then give final answer… 
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Augmented Cognitive  Map

{"objects": [{
    "name": "Tissue box",
    "position": [5, 5]
    }, {
    "name": "Hand sanitizer",     
    "position": [7, 5]
    }, ...], 
 "views": [{
    "name": "View 1",
    "position": [5, 6],
    "facing": "up"
    } ...

Compare to Raw QAData Scaffolds

Reasoning and Cognitive Map are more effective scaffolds
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“Map then Reason” is the most effective approximation
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Approximate Spatial Mental Models
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SFT then RL can boost the performance
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Some Interesting Findings (1/3)



Some Interesting Findings (2/3)

Learning to reconstruct cog map can improve accuracy at the 
same time



Some Interesting Findings (2/3)



Some Interesting Findings (3/3)



MindCube

 https://mll-lab-nu.github.io/mind-cube


