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Challenge of Online Model as a Service System

More Data + Larger Model + Longer Context =        Higher Intelligence

Data Source: SimilarWeb

Long input: Moonshot AI’s Kimi Supports 2 Million Characters 
Input in March 2024, become a widely recognized app in China

Long output: DeepSeek release V3/R1 at Dec 2024, 
Become a widely recognized app in global



Challenge of Online Model as a Service System

Data Source: SimilarWeb

More Data + Larger Model + Longer Context =        Higher Service Loads

Frequent out of service 
even though we scaling 
out the inference cluster 
for several times

A lot of throttling

Long input: Moonshot AI’s Kimi Supports 2 Million Characters 
Input in March 2024, become a widely recognized app in China

Long output: DeepSeek release V3/R1 at Dec 2024, 
Become a widely recognized app in global



Different Hardware are Good at Different Dimension

H800 Xeon SPR + 8 * DDR5-4800

80GB VRAM，3.3 TBps
~ 1 PFLOPS
> $ 10,000

8*64GB DRAM，8*40GB/s
< 20 TFLOPS

~ ¥60,000

Hardware
Spec

Best
for Allround,

especially for TFLOPS/$ Capacity/$

!!! The price numbers are not accurate, just a demonstration!

Good for Capacity,
bad for Bandwidth 
and Compute
Which part is 
more suitable?
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Sparsity!



Take DeepSeek as an Example
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n  DeepSeek Archtecture



Not Only DeepSeek

Different Models Different Hardware



Challenges

Decode Prefill

Latency, again,

the latencies!

CUDAGraph

is the key

(only one launch each forward)

CPU is too weak, even GQA 8 

becomes compute bound

New hardware:

Intel AMX



CUDA Graph

How to handle dynamic shape in continues-batched decoding?



Intel Advanced Matrix Extensions (Intel AMX)

AMX offers better performance than AVX-512  for 

INT8 and BF16 data types.

How AVX-512 solves INT8 matrix multiplication problems
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How AMX solves INT8 matrix multiplication problems
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128OPS/cycle/FMA.  256OPS/cycle/core

32768OPS/16cycle/core.  2048OPS/cycle/core



Key optimization of matrix multiplication with Intel AMX

Due to the high computational capability of AMX instructions, memory bandwidth 
becomes a bottleneck, and the key to optimization lies in improving cache hit rates.

1. Design memory layout based on access patterns to enhance data locality, fully leverage hardware 

prefetch capabilities, and improve L1 cache hit rates.

2. Split large matrices into smaller tiles based on L2 cache size, ensuring that only the current tile is 

accessed at a time, improving L2 cache hit rates.

3. Dynamic work-scheduling，increasing data sharing between threads and optimizing L3 cache hit 

rates.

4. Quantize matrices by rows/columns, maintaining precision while reducing the number of scaling 

operations (and memory access) for each output element.



Applications of Intel AMX

Applications：AMX kernel for sparse layers of MoE models (Deepseek R1/V3/V2, Mixtral, etc.) 

BF16  TFLOPS vs. avg. # of selections INT8  TOPS vs. avg. # of selections

In the matrix multiplication micro-benchmark, achieve over 20 TFLOPS and 37 TOPS of computational performance. 
In the sparse MOE layer, achieve over 18TFLOPS and 30 TOPS of end-to-end computational performance.

Over 20 TFLOPS Over 37 TOPS



The Results: KTransformers

A flexible heterogeneous 

inference framework

• 24GB VRAM +382GB

DRAM for 761B q4

• Currently several times 

faster than llama.cpp
 

https://github.com/kvcache-

ai/ktransformers

https://github.com/kvcache-ai/ktransformers
https://github.com/kvcache-ai/ktransformers
https://github.com/kvcache-ai/ktransformers


Impact of quantization

We only sample 1k from 10k MMLU dataset, test once, and do not use few shot, thus the score is lower 

than the number reported in paper. More will come, updated on Github repo.



Ktransformers v0.2.4： Concurrent Request Support

• Support Continues Batch and

Chunked Prefill via an asynchronous 

architecture learnt from SGLang

• Better total output tokens due to 

the share parts in GPU



KTransformers v0.3：Qwen3 Support, the dawn of real AI PC

Intel 14900KF + 4090

Still much room for 

optimization!



KTransformers v0.3.2：L3 Cache and Kimi K2



Sparsity of FFN/MoE is good, what about the Attention?

Natural sparsity because of Softmax Learnable Block-based Sparsity



A flexible CPU offload framework for sparse attention

• Initial and local 

tokens, split into 

blocks and 

dynamically selected

• Integrate with 

Quest, SnapKV, 

InfLLM, …

• 100% in NIHS <- but 

this is a weak bmk



What Ktransformers originally designed for: flexible injection framework

• A combination of single-operator optimizations with each other



Thanks!

https://github.com/kvcache-ai


