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2025 A Reasoning Model Year
A Paradigm Shift

• Explosion of reasoning models
• Commercial models

• OpenAI’s o-series, Claude 3.7/4.0 Sonnet, and Gemini 2.5 Pro

• Open-Source models
• DeepSeek-R1, Qwen QwQ, Qwen 3 family, NVIDIA Llama Nemotron Family 

• What Sets Reasoning Models Apart?
• Extended thinking time using long chain-of-thought and stepwise processing
• Trained via reinforcement learning techniques
• State-of-the-art performance on challenging reasoning benchmarks



The Ultimate Question For Developing Reasoning Model

• Does reinforcement learning truly unlock new reasoning capabilities from a base model, or does it merely optimize the sampling 
efficiency of solutions already embedded in the base model (temperature distillation)?

Base LLM



Claims: No Acquired Capabilities Beyond Base Models



Is LLM RL doomed?

• Temperature distillation is boring, what about superhuman intelligence?

• What’s common in previous studies:
• An overreliance on specialized domains like mathematics that is overtrained during both pre-training and post-training phases

• Can someone be creative if he only trains on the tasks that he is already good at?

• The premature termination of RL training, typically no more than hundreds of step
• Can someone discover new ideas if he is only allowed to explore a new area for a short amount of time?

• Luckily, our study find evidences that models learns new capabilities beyond the base model. 
• Implication: potentially achieve superhuman intelligence just by running RL. 



Our Philosophy to Train Reasoning Models
In contrast to previous studies, ProRL is different

• Prolonged Reinforcement Learning, scale the RL training

• Using diversified novel reasoning tasks



Outlines

• How to achieve Prolonged reinforcement learning

• Reasoning model training Results - ProRL produced SOTA 1.5B reasoning model

• Analysis on the results to address the question whether RL expand the reasoning boundary



How to Achieve ProRL

• We use GRPO RL algorithm with DAPO tricks
• Dynamic sampling
• Decoupled clip high and low

• Balance the exploration and exploitation
• Sustainable entropy 

• Resetting the reference policy and optimizer states
• No bounded exploration



Balance the Exploration and Exploitation

• Entropy trending up or down is bad
• It is not sustainable for prolonged training, the same reasoning that exploding/vanishing gradient is bad in training.



We need KL regularization to maintain constant entropy



Stable Entropy
A good balance between exploration and exploitation



Importance of Reference Model Resetting 
Stabilize the Training 



Reasoning Model Training Results
State of Art 1.5B Reasoning Model



Better than Specialized Domain Models



Matches DeepSeek-R1-7B Performance



Keep training our 1.5B model
3K steps



Reasoning Capabilities Expand With Continued Training.
ProRL makes a difference



Continued Training Improves Creativity Index and Pass@K



Out of Distribution For Different Task and Difficulty Levels 



Explain the Reasoning Boundary Improvement



Summary

• Our findings suggest that prolonged reinforcement learning (ProRL) training significantly expands the reasoning capabilities of base 
models.

• The more compute ProRL uses, the more creative solutions it discovers.

• Previous claims about temperature distillation effect were likely due to:
• A narrow focus on overtrained mathematical tasks
• Insufficient RL training steps

• In contrast, our approach emphasizes scaling reasoning model training through a wide range of diverse and novel tasks.

• To fully realize the benefits of ProRL, it is essential to maintain stable entropy and periodically reset the reference model to eliminate 
performance boundaries.

• Using ProRL, we successfully trained a state-of-the-art 1.5B parameter reasoning model.
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