
大模型推理强化学习的熵机制

The Entropy Mechanism of Reinforcement Learning for 

Reasoning Language Models

http://arxiv.org/abs/2505.22617

Ganqu Cui, Yuchen Zhang, Jiacheng Chen and

Ning Ding et.al

2025.07.01

Paper Code

http://arxiv.org/abs/2505.22617


Why Reinforcement Learning
Some of the AI breakthroughs in the past 10 years

AlphaGo AlphaStar

AlphaProof AlphaTensor



Why Reinforcement Learning
Some of the AI breakthroughs in the past 1 year
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Why Reinforcement Learning

One thing that should be learned from the 

bitter lesson is the great power of general 

purpose methods, of methods that continue to 

scale with increased computation even as 

the available computation becomes very great. 

The two methods that seem to scale arbitrarily 

in this way are search and learning.

The next Scaling Law?

Richard Sutton 

(ACM Turing Award)

The Bitter Lesson

Pretraining and finetuningReinforcement learning



Why Reinforcement Learning

Consequently, the methodology of experiential 

RL was largely discarded in favour of more 

general-purpose agents, resulting in a 

widespread transition to human-centric AI. 

However, something was lost in this transition: 

an agent’s ability to self-discover its own 

knowledge. The era of experience will 

reconcile this ability with the level of task

generality achieved in the era of human data. Richard Sutton 

(ACM Turing Award)

David Silver

AlphaGo, AlphaZero



Why haven’t Reinforcement Learning

RL with LLMs haven’t been scaled well

• Most open-source models can only be trained for 

several hundred steps

• The training compute in RL is still smaller than pre-

training in magnitude

• Why can’t we train LLMs with RL for months?



A Major Obstacle: Entropy Collapse

What is Entropy?

• a concept commonly associated with states of 

disorder, randomness, or uncertainty

• Stemmed from Thermodynamics

• Introduced in Information Theory by Claude Shannon

Claude Shannon



A Major Obstacle: Entropy Collapse

Entropy is basic in reinforcement learning

• RL is about exploration-exploitation tradeoff

• Entropy is a good measure of exploration

• Widely-adopted regularization term (maximum entropy RL)

https://lilianweng.github.io/posts/2018-02-19-rl-overview/



A Major Obstacle: Entropy Collapse

However, in RL for LLMs

• Entropy regularization is rarely considered

• Typically, we find that

• policy entropy encounters a sharp drop

• performance rises rapidly, then saturates



A Major Obstacle: Entropy Collapse

What if we put them together?

• A strong correlation between policy entropy and performance



A Major Obstacle: Entropy Collapse

What if we put them together?

• A strong correlation between policy entropy and performance

• We get an empirical function to describe it

• It means that, we can predict policy performance from its entropy



A Major Obstacle: Entropy Collapse

What does this function implicate?

• Predicting late stage from early stage



A Major Obstacle: Entropy Collapse

What does this function implicate?

• Without entropy intervention, RL is just trading entropy for performance

• The ceiling of RL is pre-determined



A Major Obstacle: Entropy Collapse

What affect the coefficients?

• The coefficients are algorithm-irrelevant



A Major Obstacle: Entropy Collapse

What affect the coefficients?

• The coefficients are algorithm-irrelevant

• The policy model and training data are relevant



A Major Obstacle: Entropy Collapse

What affect the coefficients?

• The coefficients are algorithm-irrelevant

• The policy model and training data are relevant

• We can even predict the coefficients of large models from small models



A Major Obstacle: Entropy Collapse

The observation seems pessimistic 

• The ceiling not only exists, but also is predictable

• Does RL merely elicit the latent behaviors in the base model?



A Major Obstacle: Entropy Collapse



Understanding Entropy Dynamics

We want to break the ceiling

• So we need to understand the dynamics of policy entropy

• At each step, what makes entropy decrease and what makes it increase?

• Analyze step-wise entropy difference



Understanding Entropy Dynamics

Entropy Dynamics of Softmax Policy

• LLMs are Softmax policies

• Proportional to the covariance of log-probability and logits difference

Jiacai Liu, https://zhuanlan.zhihu.com/p/28476703733



Understanding Entropy Dynamics

Entropy Dynamics of PG/NPG

• For PG-like algorithms

• For NPG-like algorithms

Jiacai Liu, https://zhuanlan.zhihu.com/p/28476703733



Understanding Entropy Dynamics

Entropy Dynamics of PG/NPG

• For PG/NPG, logits change is proportional to action advantage



Understanding Entropy Dynamics

Empirical Verification

• Under on-policy PG



Understanding Entropy Dynamics



Get Entropy Controlled

Can we directly use entropy regularization in RL?

• Entropy loss: sensitive to coefficients, no performance gain 



Get Entropy Controlled

Can we directly use entropy regularization in RL?

• Reference KL: control entropy at the cost of performance drop 



Get Entropy Controlled

Lessons learned from entropy dynamics analysis

• All update steps have positive average covariance (100%)

• The average is small but positive

• There are outliers with high covariance (500x mean value)



Get Entropy Controlled

Guidelines for entropy control

• We only need to interfere a small portion of tokens for stability

• Restrict the update of high-covariance tokens



Get Entropy Controlled

Guidelines for entropy control

• Two simple techniques: Clip-Cov and KL-Cov

• Strictly follow the surrogate loss in PPO

Schulman et al., Proximal Policy Optimization Algorithms



Get Entropy Controlled

Guidelines for entropy control

• Two simple techniques: Clip-Cov and KL-Cov

• Strictly follow the surrogate loss in PPO



Get Entropy Controlled

Clip-Cov and KL-Cov

• They indeed get entropy controlled



Get Entropy Controlled
Clip-Cov and KL-Cov

• Get higher entropy and better performance



Get Entropy Controlled

Clip-Cov and KL-Cov

• Get higher entropy and better performance



Get Entropy Controlled



Closing Thoughts

• LLMs are general-purpose, strong priors as the policy in RL

• As expected, we see improvements in many fields

• However, most RL is just reinforcing the self confidence of LLMs, make it 

a more stable but less exploratory policy

• Stronger model with narrower distribution

• Is it a blessing or a curse?
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