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Pre-training will End?
Ilya Sutskever at NeurIPS 2024
• Go beyond imitation



Why Reinforcement Learning

One thing that should be learned from the 

bitter lesson is the great power of general 

purpose methods, of methods that continue to 

scale with increased computation even as 

the available computation becomes very great. 

The two methods that seem to scale arbitrarily 

in this way are search and learning.

The next Scaling Law?

Richard Sutton 

The Bitter Lesson

Pretraining and finetuningReinforcement learning



Why Reinforcement Learning
Some of the AI breakthroughs in the past 10 years

AlphaGo AlphaStar

AlphaProof AlphaTensor



Why Reinforcement Learning
Some of the AI breakthroughs in the past half year

OpenAI o1

DeepSeek R1



Reinforcement Learning

https://lilianweng.github.io/posts/2018-02-19-rl-overview/

The agent takes actions in an environment to 
maximize cumulative rewards 



Reinforcement Learning

Key factors in scalable RL for LLMs

• A strong base policy

• DeepSeek-V3 671B

• Unhackable, accurate rewards

• Simple policy gradient works well

• GRPO ≈ REINFORCE + Avg. as baseline

Guo et al. DeepSeek-R1: Incentivizing Reasoning Capability in LLMs via Reinforcement Learning. 2025



Reinforcement Learning

A missing part: Dense Rewards

• Rule-based rewards / Outcome reward models only provide final 

rewards for responses

• Reward Sparsity



Reinforcement Learning

A missing part: Dense Rewards

• Rule-based rewards / Outcome reward models only provide final 

rewards for responses

• Reward Sparsity -> Process Reward Model!



Supervise Process, Not Outcome
– Andreas Stuhlmüller et al.

Lightman et al. Let’s Verify Step by Step

https://www.alignmentforum.org/users/stuhlmueller?from=post_header


How about PRM for RL? 

No successful attempts!

https://arxiv.org/abs/2402.03300
https://arxiv.org/abs/2402.14740

https://arxiv.org/abs/2402.03300
https://arxiv.org/abs/2402.14740


How about RL? 

Is RL with PRMs a dead end?

Guo et al. DeepSeek-R1: Incentivizing Reasoning Capability in LLMs via Reinforcement Learning. 2025



Why is it hard to use PRM in RL?

Challenge 1: How to define steps and process rewards?

• Steps does not naturally occur in sequences

• Defining the absolute correctness of intermediate processes can be ambiguous

Policy model could simply repeat some 
“correct” nonsense to get high process 
rewards 

Gao et al. ON DESIGNING EFFECTIVE RL REWARD AT TRAINING TIME FOR LLM REASONING



Why is it hard to use PRM in RL?

Challenge 2: PRM online updates are not scalable

• Static RM/PRM inevitably leads to reward hacking

• Updating PRMs online is expensive, requires 50x more rollouts

Gao et al. Scaling laws for reward model overoptimization. In ICML, 2022.
Kazemnejad et al. Vineppo: Unlocking rl potential for llm reasoning through refined credit assignment. 2024



Data Collection of PRM
Score intermediate steps one-by-one
• Expensive!

Lightman et al. Let’s Verify Step by Step. 2023



Data Collection of PRM
Automatic estimation with MCTS
• Also expensive!

Wang et al. MATH-SHEPHERD: A LABEL-FREE STEP-BY-STEP VERIFIER FOR LLMS IN MATHEMATICAL REASONING. 2023



Implicit PRM: Core Proposition
• We only need to do reward reparameterization, the learned ORM will 

automatically become a PRM

Yuan et al. FREE PROCESS REWARDS WITHOUT PROCESS LABELS. 2024

Define outcome reward as log-
likelihood ratio 

Get closed-form solution of Q-value

Get free process rewards as Q-value diff





Implicit PRM
Implicit PRM: Obtain process rewards through outcome reward modeling at no 
additional cost!

Yuan et al. FREE PROCESS REWARDS WITHOUT PROCESS LABELS. 2024



Implicit PRM

Solution 1: Rewarding progress, Not correctness

• Implicit PRM enables tractable Q value calculation for each token at no cost

• Consider process reward as relative advantage

Solution 2: Train on outcome labels

• Implicit PRM only needs outcome labels to update

• Converts any sparse outcome reward into dense process rewards



The PRIME

Integrating Implicit PRM into RL

• Basic policy gradient (REINFORCE)

• Advantage estimation



The PRIME

Integrating Implicit PRM into RL

• REINFORCE Leave-one-out (RLOO)

• RLOO with process rewards



The PRIME



The PRIME

A simple, accessible, and powerful algo



Experiments

• A simple SFT warmup to initialize (may not be necessary)

• Collect top-quality open-source data with verifiable rewards

• Math: NuminaMath-CoT

• Code: APPS, CodeContests, TACO, Codeforces

• Four-stage data cleansing

• Filter out questions for proof/figures/tables

• Classify QA/MC/fill-in-the-blank

• Reformulate MC questions into QA questions

• Validate solution with reasoning models

• Maj@5 with QwQ-32B



Experiments

Dense rewards vs Sparse rewards

• Process rewards are 2.5x more sample efficient than outcome rewards!

• Also consistently outperform on testset



Experiments

Dense rewards vs Sparse rewards

• Process rewards are 2.5x more sample efficient than outcome rewards!

• Also consistently outperform on testset



Experiments

Online PRM update

• Online PRM is substantially better than offline PRM



Experiments

Online PRM update

• Online update is the game changer. Offline PRM eventually got overoptimized

• SFT model initializes a good PRM



Experiments

PRIME can work well with other RL algorithms

• GRPO

• REINFORCE

• PPO has an extra value model



Experiments

Two different usages of Implicit PRM: Value or Reward?

• Key difference in Return!

• Process reward is better than value



Experiments

Overall comparison

• RLOO is the best performing

• PRIME is a general plug-in to almost all RL methods



“Zero” Experiments

DeepSeek-R1-Zero

• RL directly from the base model

• Surprisingly effective



“Zero” Experiments

Zero RL from Qwen-2.5-Math-7B-Base

• Really efficient, but quickly saturate



“Zero” Experiments

Zero RL from Qwen-2.5-32B-Base

• Larger models benefit more, and saturate slower



Experiments

Reference model choice is flexible



A Journey Towards Eurus-2

Eurus-2-7B-PRIME achieves 26.7% pass@1 on AIME 2024, surpassing GPT-4o, 

Llama3.1-70B, and Qwen2.5-Math-7B-Instruct.

+16.7%

+23.4%

+27.7%

+5.9%
+12.3%

+14.1%



A Journey Towards Eurus-2

Eurus-2-7B-PRIME needs only 1/10 data of Qwen-Math



PRIME: Summary

We find a better way for RL with PRM that

• Could boost model on math&coding to be 

on par with larger models

• Needs no imitation or distillation

• With high sample-efficiency

• And are accessible to every model



Thanks!

Q&A

Ganqu Cui

2025.02

Paper: https://arxiv.org/abs/2502.01456

Github: https://github.com/PRIME-RL/PRIME
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